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© Motivation




Cl wavefunction

=> Configuration Interaction (Cl) wavefunction: linear combination of Slater determinants
{D;} constructed from sets of orthonormal spin orbitals

Ndet
O(ry, -, rn) =Y G Di(ry, -+ o)
=1
= For large basis sets, full CI computation is not realizable. We improve the truncated

wavefunction by adding a Jastrow factor:

Ndet
\If(rl, e ,I’N) = Z C/ D/(I’l, e ,I’N) exp [J]
=1

D(ry,,ry)

=> goal: optimize the determinantal part {C;} in the presence of Jastrow factor for large Nget
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© Variational scheme




Generalized eigenvalue problem

=> The best Cl coefficients can be obtained by minimizing the energy. This leads to a
generalized matrix eigenvalue equation:

Hik = <D/ exp [J]’ﬁ’DK exp [J]>
Sik = (Dy exp [J] | Dk exp [J])

HC=ESC where

I Variational problem (H is symmetric & S is positive semidefinite)

I 3N-dimensional integrals

w Quantum Monte Carlo methods
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Generalized eigenvalue problem

=> Variational Monte Carlo (VMCQ)

<D/ eJ ll/'l\ (DK eJ) >
H/K ~
w2

Neonfi
w w 1 config
X2 = E X(R
D, ) Dy e’ < >w2 Nconfig m—1 ( Vm )
Sik ~ =1 drawn with w2
v Uj w2

; 2
I large matrices to sample ~ Ng,

I statistical noise

w impractical/poor optimization for large Nyet
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e Transcorrelated approach




Transcorrelated formalism

=> A symmetric pair correlation factor 7 is incorporated in the Hamiltonian
ﬁTC =e 7 I’-I\e%
=> The similarity-transformed Hamiltonian /:I\TC and H share the same spectra:

V=0be
where s
®=> ¢
i=1

= For a two-body correlation factor, the effective TC Hamiltonian:

HU=EV < |Hicd=Ed

Hre=H + [F/,%] + % Hﬁ,%} ,ﬂ

=H + Rlz + Z123
~~ ~~

non-Hermitian 2-body 3-body
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Transcorrelated formalism

=> Advantages:
I N-body integrals = 3-body integrals
I The Coulomb singularity 1/r;; can be explicitly removed => improve convergence

I Post-Hartree-Fock (Cl, CC, ...) methods can be combined with TC approach

> Numerical difficulties:

I three-body term

I The TC Hamiltonian is non-Hermitian

=> We propose an iterative scheme to overcome these difficulties
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@ Iterative symmetric dressing




Diagonal dressing
We start with a Cl WF ¢(0) = Z;V:del‘ C,(O) Dy, and a fixed Jastrow factor exp [7]
=> Goal: optimize the coefficients by solving the TC eigen-problem in the {D;} basis:

Ndet . .
firc® = Erco =Y (D) ‘ Arc — A+ H‘ Dic) €)= Erc "
K=1
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Diagonal dressing
We start with a Cl WF ¢(0) = Z;V:del‘ C,(O) Dy, and a fixed Jastrow factor exp [7]

=> Goal: optimize the coefficients by solving the TC eigen-problem in the {D;} basis:

> Hi )+ | Hi +
KZI

Ndet . .
firc® = Erco =Y (D) ‘ Arc — A+ H‘ Dic) €)= Erc "
K=1

_1
CI(;—1)

<D, ‘ Arc — ﬁ‘¢(f—1>>

dressing elements

= Erc ¢ X
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Diagonal dressing

We start with a Cl WF ¢(0) = Z;V:del‘ C,(O) Dy, and a fixed Jastrow factor exp [7]

=> Goal: optimize the coefficients by solving the TC eigen-problem in the {D;} basis:
Ndet

Hrc® = Ercd = Z <D/ ‘ Hrc — H+ ﬁ‘ DK> C,(J): Erc C,(i)
K=1

ZHIK Ci((i)-i- Hy, + %<D/‘F/\Tc—ﬁ‘¢(i_l)> Cl(i)% Etc Cl(i)
Kl G

dressing elements
=+ We have to build the diagonal dressing matrix A(—1):
1
(i-1) _ ) ~(-1)
AIK - Cl
0

<D, ‘ Hre — ﬁ(<1><"*1)> if 1= K

otherwise
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Column dressing

=> It is more stable to dress with the elements

riy V= C(;l_l) <DI ‘ Hrc —H ) d>("*1)> XX X row L
L

where L corresponds to the largest coefficients Cfi_l)
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Column dressing

=> It is more stable to dress with the elements

X

r%_l) = C(il—l) <D/ ‘ Hrc — H ) d>("*1)> X X X orow L
L :
x

where L corresponds to the largest coefficients C(' 2

=+ The dressing matrix AU~ is chosen to be symmetric by construction:
i—1 i—1 i—1
A = A =)
ALY Al 0 for K£L
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Column dressing

=> It is more stable to dress with the elements

X

(i-1) _ 1 5 Iy i—1 X o x e X row L
My = 0D <DI ’ Hrc —H ’ o )> |
L .
X

where L corresponds to the largest coefficients Cfi_l)

=+ The dressing matrix AU~ is chosen to be symmetric by construction:
i—1 i—1 i—1
A = A =l
i—1 i—1
ALY Al 0 for K£L
=> An extra term is introduced in the diagonal element to cancel the double counting:
(i-1) (i-1) i—1) ~(i—1)
Ay =21y o 1)zr c!
L
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Iterative dressing algorithm

@ choose a Cl WF: ¢(0) = ;V:d“’l‘ C,(O) Dy & a Jastrow factor exp(7)
® with VMC, evaluate:

» the dressing elements <D,’ﬁ-|-c _ ﬁ)¢(i—1)>
<¢(i—1)er b eT¢(i_1)>
<¢(’_1)e7 | eT¢(f—1)>

® dress the Hamiltonian matrix H with the symmetric matrix Al-1)

»> the variational energy E(—1) =

@ apply Davidson to obtain the new ground state () and E.E.'%
® go back to @
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Iterative dressing algorithm

@ choose a Cl WF: ¢(0) = ;V:del‘ C,(O) Dy & a Jastrow factor exp(7)
® with VMC, evaluate:

» the dressing elements <Dl’ﬁTC _ ﬁ)¢(i—1)>
<¢(i—1)er b eT¢(;_1)>
<¢(’_1)eT | eT¢(f—1)>

® dress the Hamiltonian matrix H with the symmetric matrix A(—1)

»> the variational energy E(—1) =

@ apply Davidson to obtain the new ground state ®() and E-(r'é
® go back to @

¥ all steps are deterministic except @
¥ the TC energy Etc is not variational. per contra the VMC energy E is
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lterative dressing algorithm: advantages

= after few iterations (~ 2 — 4), we converge to the solution
=> we need to sample only Nget elements instead of Nget
= handle the non-Hermiticity of the TC eigenproblem thanks to the symmetric dressing

=> VMC calculation allows to handle three-body integrals and evaluate a variational energy
(instead of the TC energy)

> reduced statistical errors:
<DI’/:I\TC*’E/‘DK> :<D/eil_) 7/:+\7‘€TDK>7<D/‘7:+\7‘DK>
T|e0x) = (r] 7| D)

for large distances exp (7) ~ exp (—7) ~ 1 = large fluctuations occur only when electrons are
close, which has a relatively low probability
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Iterative dressing algorithm: advantages

=> after few iterations (~ 2 — 4), we converge to the solution
=> we need to sample only Nye elements instead of N3,
= handle the non-Hermiticity of the TC eigenproblem thanks to the symmetric dressing

=> VMC calculation allows to handle three-body integrals and evaluate a variational energy
(instead of the TC energy)

> reduced statistical errors:
<D/ ‘ ﬁTC — I:I\‘ DK> = <D/efT

= <D/e_T

T+V

eTDK> _ <D, ‘ T+ V‘DK>
?‘eTDK>—<D,’?‘DK>

for large distances exp (1) ~ exp (—7) ~ 1 = large fluctuations occur only when electrons are
close, which has a relatively low probability

I T VT



Proof of concept

=> Jastrow inspired by Range-Separated DFT!: Tu = Zi<j

Benchmark: Be (cc-pcvdz)

rij (lferf(yr,-j))

exp [—(urij)z]

2

107 ¢
10

100 F

10—10 L

error on TC energy

10712 L

14

exac @)
Erc ™ -Epc

107

YEmmanuel Giner, J. Chem. Phys., 154, 2021
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iteration i
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2y/Tu
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Application: Hy)0 (cc-pvdz_ecp bfd): Nge ~ 71000

2
) a rj; M N QA lia
=+ A simple Jastrow factor 7 = ™V J_ _ |
p Zl<_/ 1 + br,J ZA_I Zl—l 1 4 QA Fip

Cl energy: E¢ = —17.16096 (no-Jastrow)

T T T
-17.208 [+ VMC energy of WO —f— -
-17.212 N
-17.216 N
-17.22 b
-17.224
-17.228
-17.232
-17.236 + +
-17.24 Y L L

0 1 2
iteration i

EG) — EO) ~ 27mE,
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Application: Hy)0 (cc-pvdz_ecp bfd): Nge ~ 71000

2
) a rj; M N QA lia
=+ A simple Jastrow factor 7 =SV, 0 _ |
p Zl<_[ 1 + br,J ZA_]. Zl—l 1 4 QA Fia

Cl energy: E¢ = —17.16096 (no-Jastrow)

10!

- <DI|ﬁTc - f{|<1>>w

T T T

-17.208 (4 VMC energy of WO —— e <Dl|ﬁTC|(I)>

17.212 8 10724

17.216 .

17.22 F .

17.224 .

17.228 | 8

17.232 F 8

-17.236 + + +
1
3

W2

10—3 4

statistical error

-17.24 < L L
0 1 2
iteration i

107 4

(’J 10600 20(’)00 30(’)00 40(’)00 50(’)00 60(’)00 70(’]00
determinant D

EG) — EO) ~ 27mE, !

{error) = 8 (error)



© Reduce statistical noise




Modified dressing elements
=> For an arbitrary choice of Jastrow factor (arbitrary F/Tc), we have:
<D/‘H\Tc|DJ>:<D/‘H\Tc—ﬁ“+ﬁﬂ—ﬁ+f/‘l\|DJ>

<D/‘I:/\’DJ> +<D/‘QM—Q’DJ>+<D/‘QTc—/:/\“

o)

matrix to be dressed ~ analyitc elements VMC elements

=> New dressing elements:

<D,‘HTC—/§‘¢>—> <D,‘HTC—Q,,,

)|+ (D | Au—H o)

=+ Local energies with Jastrow factor are more correlated:

Hrc®  H,®
® ®

Hrc @ B Ho
® ®

= reduced statistical errors
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illustration: Be (cc-pcvdz)

- <D,|HTC - ﬁ|<1>>
W2

1073 1
> e = E ar Z aaria 2 s | <DI|HTC - HM|CI>>\I,2
c= /<J1+br AT\ 1+ aara 5 f
3
2 =
rij (1—erf(pry exp|—(pri) 2
- Tuzziq[j( o) _ o] G ]] £,

0 200 400 600 800 1000 1200 1400
determinant D;

(error) a2 {error)



1-body Jastrow
=> we add a 1-body Jastrow to avoid unfavorable effect of the two-body Jastrow factor 7, that

changes the charge density:
Tmu — Tmu — ZA,i tanh (ﬁA I’,'A)

1.0  suSSSSEEEEEREEEEEu:
. —_——————
:/”
0.8 4
H
s | 4
006
_ﬂ\ n
Foal F
4
-]
j f —_— ( ar )2
021 f l+ar
f « tanh(Br)
0.0
1‘) 2‘0 4‘0 6‘0 8‘0 1(‘)0

electron-nucleus distance ()
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1-body Jastrow
=> we add a 1-body Jastrow to avoid unfavorable effect of the two-body Jastrow factor 7, that

changes the charge density:
Tmu — Tmu — ZAJ tanh (ﬂA r,-A)

10—3 4
I —==without 1-body Jastrow
1.0 gverreorrrrazezies = - with 1-body Jastrow
=T i
% 7 o ‘ ;
8 £ &
h06{ | g 107"
4 - RS,
= I. o
S 0.4 ::' =
5 F —_ ( ar )2 i
02 f l+ar
;’ ==«= tanh(Br) 1075 4
0.0
o 20 40 60 80 100 0 200 100 600 800 1000 1200 1400
determinant Dy

electron-nucleus distance (r)
{error) = 1.3 (error)



Conclusion

=> jterative symmetric dressing within TC approach:

I number of elements to sample in VMC: N3

et — Ndet

I addresses the non-Hermiticity of the TC Hamiltonian & three-body terms

I fast convergence (~ 2 — 3 iterations)

=> employ H,, in the dressing elements calculation allows to reduce the statistical noise

I we can improve the results by adding 1-body term to 7,

= ongoing work:
I application for larger Cl expansion (Nger ~ 10° — 107)

I develop a compact representation for dressing vector
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